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We use time-resolved laser-induced fluorescence to measure the lifetime of 186 Fe levels with energies be-
tween 25 900 and 60 758 cm . Measured emission branching fractions for these levels yield transition proba-
bilities for 1174 transitions in the range 225-2666 nm. We find another 640 Fe transition probabilities by
interpolating level populations in the inductively coupled plasma spectral source. We demonstrate the reliabil-
ity of the interpolation method by comparing our transition probabilities with absorption oscillator strengths
measured by the Oxford group [Blackwell et al., Mon. Not. R. Astron. Soc. 201, 595-602 (1982)]. We derive
precise Fe level energies to support the automated method that is used to identify transitions in our spectra.

1. INTRODUCTION
We recently demonstrated with Mo an automated method
for extracting a large number of atomic transition proba-
bilities of modest precision from Fourier-transform spec-
tra.' In the present paper we apply this method to a more
important and better-known atom, Fe , for which accu-
rate gf values already exist against which we can test the
results of our method. The method requires the radiative
lifetime of many atomic levels-the more the better-
with excitation energies distributed over the maximum
possible range; in Section 2 we report the measurement by
laser fluorescence of the lifetime of 186 Fe levels be-
tween 25 900 and 60 758 cm-'.

In Section 3 we report the automated measurement of
emission branching fractions for the decay of these levels
and determine transition probabilities for the decay chan-
nels. In Section 4 we use the transition probabilities to
investigate the population of excited Fe levels in the in-
ductively coupled plasma (ICP) source and show that one
can interpolate between levels of known lifetimes, and
hence of known populations, to find the population of new
levels of unknown lifetime. Once the population of a
level is known, the transition probability can be found for
every measurable transition by which the level decays.
The two methods combined yield 1814 transition proba-
bilities. We publish in this paper only a sample of the
stronger lines; as in the case of Mo , those who need the
complete results may obtain them on request in machine-
readable form.

To establish the soundness of our population method
and validate the uncertainty estimates that we assign, in
Section 5 we compare Fe transition probabilities mea-
sured by the lifetime and the population methods with the
precise absorption oscillator strengths measured by Black-
well et al.2 With the reliability of our results confirmed,

we proceed to use our values to test the precision of two
other collections of Fe I transition probabilities: the 1985
National Institute of Standards and Technology (NIST)
compilation3 (2092 lines) and the semiempirical values of
Kurucz4 (106 lines). To support the automated line-
identification process, in Section 6 we present improved
Fe level energies determined from our spectra, and we
compare our level energies with those in the NIST Atomic
Energy Levels5 (AEL).

2. LEVEL LIFETIMES
Radiative lifetimes for 186 levels of Fe were measured
with time-resolved laser-induced fluorescence on a slow
Fe atomic beam. This approach has proved highly reliable
for measurements on neutral and singly ionized atoms.6
Selective laser excitation eliminates the cascading prob-
lem that plagues beam-foil time-of-flight measurements.
The beam environment eliminates errors that are due to
radiation trapping and collisional quenching.

Figure 1 is a schematic of the experiment. The atomic
or ionic beam source is based on a low-pressure large-bore
hollow-cathode discharge. This versatile sputter source
produces intense atomic or ionic beams of any metallic ele-
ment. The hollow cathode is used to form uncollimated
atomic or ionic beams by sealing one end of the cathode
except for a 1.0-mm-diameter opening, flared outward at
45°. The hollow cathode and the scattering chamber are
at ground potential. Ar, the sputtering gas, flows continu-
ously into the hollow-cathode discharge. The scattering
chamber is sealed from the hollow-cathode discharge, ex-
cept for the nozzle, and is maintained at a much lower
pressure than the discharge by a 10-cm diffusion pump.
The Ar pressure in the discharge is typically 0.4 Torr,
while the scattering chamber pressure is 10-4 Torr. The
hollow-cathode discharge is operated with dc currents of

0740-3224/91/061185-17$05.00 © 1991 Optical Society of America
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Laser optogalvanic and fluorescence studies of the cathode region of a glow discharge
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Various laser diagnostics are used to study the cathode-fall and negative-glow regions of a He
glow discharge with a cold Al cathode. The electric field and absolute metastable densities are
mapped and the gas temperature is measured over a range of current densities from a near-normal
(173 V) to a highly abnormal (600 V) cathode fall. These measurements are analyzed to yield the
current balance at the cathode surface, the ionization rate in the cathode-fall region, and the meta-
stable production rate in the cathode-fall and negative-glow regions. The experimental results corn-
pare favorably with the results of Monte Carlo simulations. The density and temperature of the
low-energy electron gas in the negative glow is determined by combining information from the ex-
periments and Monte Carlo simulations.

I. INTRODUCTION

There has in recent years been a very substantial effort
toward the development of a quantitative microscopic
understanding of the cathode region of glow
discharges. ' This region is of great practical interest
because of its importance in plasma processing and in
pulsed power devices. Plasma processing includes appli-
cations of glow discharges in ion etching, thin-film depo-
sition, and plasma treating of surfaces. The stability of
pulsed gas discharge lasers and other pulsed power de-
vices is largely determined by the stability of the
cathode-fall region.
The cathode region is also of great fundamental in-

terest. The hydrodynamic approximation, which is often
very useful in the central region of a discharge, fails in
the cathode region. If the local E jN (electric field to gas
density ratio) determines the velocity dependence of the
electron distribution function, then the electrons are in
hydrodynamic equilibrium. The lack of hydrodynamic
equilibrium in the cathode-fall region is caused by the
large and rapidly changing E/N, and by the proximity of
the electrode. The cathode region includes both the
cathode-fall and negative-glow regions. The negative
glow has a high density of low-energy electrons and very
small electric fields. It also is a nonhydrodynamic region
because of a low density of high-energy "beam" electrons
injected from the cathode-fall region. Unfortunately the
extensive data base of electron transport coefficients such
as drift velocities, diffusion coefficients, and Townsend
coefficients is not directly applicable in modeling the
cathode region. These coefficients are generally mea-
sured in drift tube experiments in which considerable
effort is devoted to ensuring that the hydrodynamic ap-
proximation holds.
Nonequilibrium regions are receiving increased atten-

tion from theorist and experimentalist. ' Because of
their nonequilibrium nature, electrons in the cathode-fall
region are often modeled using either a full Boltzmann
equation analysis or a Monte Carlo simulation. A some-
what less realistic but much faster approach is based on a

model distribution function with position-dependent pa-
rameters. ' The spatial dependences of the parameters
such as electron density, average velocity, and average
energy, are determined by solving moments of the
Boltzmann equation which are coupled ordinary
differential equations. These approaches might in general
be called nonequilibrium fluid models. Single-beam and
multiple-beam models are examples of this general ap-
proach. ' ' This approach is attractive because it is usu-
ally easier and faster to solve moments of the Boltzmann
equation which are coupled ordinary differential equa-
tions than it is to solve the full Boltzmann equation
which is a partial differentio-integral equation. The
nonequilibrium fluid approach can in principle be made
quite realistic if one is sufficiently clever in the design of a
model distribution function for the electrons.
A more complete solution will require a calculation of

self-consistent space-charge electric fields. This will in-
volve coupling Poisson's equation and one (or more) mo-
ment equation(s) for ions to the moment equations for
electrons. Consider a model which includes three mo-
ments of the Boltzmann equation for electrons, Poisson's
equation, and a single continuity equation for ions. This
model requires the simultaneous solution of five coupled
first-order differential equations. Four natural boundary
conditions include specifying the electron distribution
function at the cathode and specifying an electron emis-
sion coefficient for ion bombardment of the cathode. The
"missing" condition is unfortunately not a boundary con-
dition but rather an extremum condition. The physically
correct solution will maximize the current at fixed volt-
age or minimize the voltage at fixed current.
The problem described in the preceding paragraph is

obviously quite difficult. It is also incomplete because of
the important role played by metastable atoms, and uv or
vacuum ultraviolet (vuv) photons in releasing electrons
from the cathode. Appropriate balance equations for
these neutral particles must also be included in the prob-
lem.
A complete solution to the cathode-fall problem is

beyond the scope of this paper. This paper describes ex-

38 2471 1988 The American Physical Society
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Doppler-Free Intermodulated Optogalvanic Spectroscopy
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Intermodulated optogalvanic spectroscopy, a new method of Doppler-free saturation

spectroscopy, is described. Preliminary values of 725+4 MHz for the He 3 D&(F=2)-
8 Dg(F= 2) hyperfine splitting, and of 5830+6 MHz for the 8 D&(F= —,')-8 D&(F=2) hyper-
fine splitting obtained using this method are reported. Intermodulated optogalvanic spec-
troscopy is limited in sensitivity only by shot noise in the direct current sustaining the
discharge, and compares favorably in sensitivity with other Doppler-free methods.

In this Letter we describe a Doppler-free ver-
sion of optogalvanic spectroscopy which promises
to be a powerful tool for studying optical transi-
tions in gaseous discharges. Optogalvanic detec-
tion is an especially convenient spectroscopic
technique because many visible and infrared
transitions between excited states are readily
accessible in a discharge. Furthermore, the
spectra of nonvolatile materials are conveniently
observed using optogalvanic detection. ' Although
the Lamb dip has been observed optogalvanically, '
most previous studies using this detection tech-
nique have been Doppler limited. Doppler-free
intermodulated optogalvanic spectroscopy (lMOGS)
as described herein, is closely related to inter-
modulated fluorescence spectroscopy, ' but uses
the detection scheme of optogalvanic spectro-
scopy. The sensitivity of IMOGS is fundamentally
and experimentally limited only by shot noise in
the direct current sustaining the discharge. Dop-
pler-free IMOGS complements other Doppler-
free methods, 4 ' and may prove to be most use-
ful in regions of the spectrum where other meth-
ods are limited in sensitivity by laser noise, de-
tector noise, or lack of high-quality polarizers.
We report preliminary measurements of hyper-
fine splittings in the 3'Dlevel of 'He obtained us-
ing IMOGS on the 'He 2'P-O'D transition.
Optogalvanic spectroscopy is based on the de-

tection of an impedance change in a gaseous dis-
charge, produced by irradiation with a laser
tuned to an atomic transition occurring within
the discharge. This change in discharge impe-
dance is detected as a change in voltage across
a ballast resistor by a lockin amplifier tuned to
the chopping frequency of the laser. A spectrum
with ordinary Doppler broadening is obtained by
tuning the laser across an optically thin transi-
tion.
Doppler-free IMOGS has a similar detection

scheme to Doppler-limited optogalvanic spec-
troscopy. In IMOGS, however, the laser beam
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FIG. 1. Experimental apparatus for intermodulated
optogalvanic spectroscopy.

is split into two components of roughly equal in-
tensity. One beam is chopped at a frequency f,
and sent through the discharge. The second beam
is chopped at a different frequency f, and sent
through the discharge in the opposite direction.
Because the two beams propagate in opposite
directions, they interact, in general, with dif-
ferent velocity groups of atoms under the Doppler
profile of a given transition. When the laser is
tuned within one homogeneous width of line cen-
ter, the bvo beams interact with the same group
of atoms. Nonlinearities caused by the two beams
acting to saturate the same atoms then give rise
to Doppler-free optogalvanic signals at sum (f,
+f,) and difference (f, —f,) modulation frequen-
cies; the sum frequency is conveniently detect-
ed with a lockin amplifier.
We have studied the 2'P-3'D transition in 'He

as a demonstration of IMOGS. This transition is
of particular interest because, to our knowledge,
no Doppler-free study of it has been reported,
and only one limited radio-frequency study of the
O'D level has been reported in which the O'D, (E
= —,')-O'D, (E = —,') splitting was measured. ' Fur-
thermore, the structure of this 'He level is amen-
able to precise theoretical calculation.
A schematic diagram of the apparatus is shown

in Fig. 1. The dc-discharge cell is a commercial

1046 1979 The American Physical Society
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Narrow bandwidth dye laser suitable for pumping by a
short pulse duration N2 laser

J. E. Lawler, W. A. Fitzsimmons, and L. W. Anderson

The design criteria and performance characteristics are reported of a tunable, narrow bandwidth dye laser
that is suitable for pumping by a short pulse duration high power N2 laser. The dye laser system is charac-
terized by a relatively short over-all length of 15 cm. Bandwidths of from 0.015 nm to 0.05 nm are ob-
tained along with conversion efficiencies in the neighborhood of 10% using a 4-5 nsec pulse duration N2
pump. Bandwidths of 0.001 nm are observed with an intracavity etalon in the system. More important,
however, it is shown that the conversion efficiency of an intracavity etalon dye laser system can be greatly
improved if the temporal distribution of the N2 pump pulse is adjusted so a single dye cell in a dye laser
system, is used first as an oscillator and then as an amplifier. Finally, using the above technique of pro-
cessing the N2 pump pulse, a 5-nsec N2 laser is used to pump an intracavity etalon dye laser, which is fol-
lowed by a large gap external etalon and then by an amplifier; the resulting bandwidth is 0.0005 nm at 480
nm with a conversion efficiency of 4.5%.

1. Introduction
Nitrogen (N2) laser-pumped dye lasers with nar-

row bandwidths and high conversion efficiencies have
been reported by many authors.'- 4 The good perfor-
mance of these lasers has been achieved using N2
laser pumps with pulse durations of 8 nsec or longer.
The simplicity, small size, and good reliability of re-
cently reported short pulse duration N2 lasers5-8
suggests the importance of developing a high perfor-
mance dye laser that is compatible with a short pulse
duration pump. In this paper we discuss the design
of a tunable dye laser that yields output bandwidths
of 0.05-0.015 nm with power conversion efficiencies
in the neighborhood of 10% when pumped by a 0.5-
MW peak power N2 laser with a 4-5 nsec pulse dura-
tion (FWHM). In addition we describe a method of
processing the N2 laser pulse that significantly reduc-
es the dye laser losses due to the high peak power of
the N2 laser. Using this method in conjunction with
an intracavity etalon, we observe bandwidths as
small as 0.001 nm, conversion efficiencies of 3%, and
peak powers per unit bandwidth in excess of 2 X 107
W/nm. We also report a bandwidth of 0.0005 nm
and a conversion efficiency of 4.5% using an intracav-
ity etalon, followed by an external etalon and an am-

The authors are with University of Wisconsin, Madison, Wis-
consin 53706.

Received 20 September 1975.

plifier, all pumped with a single 5-nsec duration N2
laser.

The schematic of a N2 laser-pumped tunable dye
laser as suggested by Hansch 3 is shown in Fig. 1.
The operation of the dye laser may be described in
terms of this sequence. A tiny cylindrical region of
excited dye is produced by locating a line focus of the
pulsed N2 laser beam just inside the dye cell. During
the beginning of the N2 pulse some light emitted by
the excited dye is directed toward the output or feed-
back window of the dye laser system. Most of this
relatively weak and poorly defined beam will pass
through the window; but a small fraction is reflected
back through the excited dye, where it is amplified,
emerging as an intense well-collimated beam of light
directed toward the telescope. This fedback laser
beam is expanded and further collimated by the tele-
scope before passing to the grating. The grating dis-
perses the light, so on returning through the tele-
scope only a narrow band of wavelengths is refocused
precisely in the excited region of the dye. It is this
narrow band of wavelengths that is amplified (actual-
ly for the second time), and emerges through the out-
put window as a collimated beam of intense narrow
bandwidth radiation.

From the previous discussion it is evident that
there is a time delay of at least 2L/c, where L is the
over-all length of the dye laser and c is the speed of
light between the beginning of the N2 laser pulse and
the time when the narrow bandwidth radiation is am-
plified and finally leaves the dye laser. This effect is
illustrated in Fig. 2, which shows the time delay be-

April 1976 / Vol. 15, No. 4 / APPLIED OPTICS 1083

Appl. Optics 15, 1083 (1976), 53 citations



BELOW THE H-LINE: X-RAY FEL DESIGN
IOP PUBLISHING JOURNAL OF PHYSICS D: APPLIED PHYSICS

J. Phys. D: Appl. Phys. 46 (2013) 325501 (11pp) doi:10.1088/0022-3727/46/32/325501

Nearly copropagating sheared laser pulse
FEL undulator for soft x-rays
J E Lawler1, J Bisognano2, R A Bosch2, T C Chiang2,3, M A Green2,
K Jacobs2, T Miller2,3, R Wehlitz2, D Yavuz1 and R C York4

1 Department of Physics, University of Wisconsin, Madison, WI 53706, USA
2 Synchrotron Radiation Center, Stoughton, WI 53589, USA
3 Department of Physics, University of Illinois, Urbana, IL 61801, USA
4 Facility for Rare Isotope Beams, Michigan State University, East Lansing, MI 48824, USA

Received 7 May 2013, in final form 23 June 2013
Published 26 July 2013
Online at stacks.iop.org/JPhysD/46/325501

Abstract
A conceptual design for a soft x-ray free-electron laser (FEL) using a short-pulsed, high
energy near infrared laser undulator and a low-emittance modest-energy (∼170 MeV) electron
beam is described. This low-cost design uses the laser undulator beam in a nearly
copropagating fashion with respect to the electron beam, instead of the traditional ‘head-on’
fashion. The nearly copropagating geometry reduces the Doppler shift of scattered radiation to
yield soft, rather than hard x-rays. To increase the FEL gain a sheared laser pulse from a
Ti : sapphire or other broadband laser is used to extend the otherwise short interaction time of
the nearly copropagating laser undulator beam with a relativistic electron beam.

(Some figures may appear in colour only in the online journal)

1. Introduction

A conceptual design for a soft x-ray free-electron laser (FEL) is
proposed which is an order of magnitude lower in cost than now
standard designs. This new design utilizes angle-dependent
Doppler tuning of a table-top terawatt (T3) laser pulse in
the 1 µm wavelength range and an electron beam of modest
energy (∼170 MeV). Shearing of the T3 or pump laser pulse is
proposed to optimize the FEL interaction and reduce the energy
requirement for the pump laser. Parameters are suggested for a
FEL with x-ray output in the longest wavelength water window
of ∼2.35 to ∼4.4 nm or ∼530 to ∼280 eV (e.g. Rymell et al
1995, De Stasio et al 2000).

The operation of the Free electron LASer in Hamburg5

(FLASH), the world’s first x-ray FEL, and the Linear Coherent
Light Source6 (LCLS) at SLAC, a harder x-ray FEL, has
demonstrated x-ray FEL technology in an impressive fashion.
These successes have established the FEL as the technology of
choice for fourth generation light source facilities over a range
of x-ray photon energies. The ultimate scientific impact of
these coherent x-ray sources will depend in part on how many
beam lines can be made available worldwide.

5 http://flash.desy.de/.
6 http://lcls.slac.stanford.edu/.

Laser undulators for FELs have been analysed in many
papers (e.g. Gallardo et al 1988, Gordon et al 2001, Bonifacio
et al 2007, Sprangle et al 2009). Numerous reviews, tutorials,
and articles on FEL theory have been published (e.g. Colson
1985, Colson et al 1985, Xie 2000, Huang and Kim 2007,
Pellegrini 2010). At this time no FEL with an optical or
electromagnetic undulator has been operated. Spontaneous
Compton scattering from a laser undulator and a relativistic
electron beam has been studied extensively since shortly after
the invention of the laser (e.g. Milburn 1963, Federici et al
1980, Sandorfi et al 1983, Weeks et al 1997) and is of particular
interest for nuclear spectroscopy and medical radiotherapy.
There is continuing interest in the development of new types
of spontaneous Compton scattering sources employing short-
pulsed ‘table-top’ lasers (e.g. Chung et al 2011). These authors
proposed generating femtosecond keV x-ray pulses using a
tightly focused laser copropagating with a relativistic electron
beam. The advances in laser technology, particularly in table
top or university-scale laser technology, have been so dramatic
that revisiting ideas for laser undulators is worthwhile.

Design studies for soft x-ray FELs often propose a CO2

laser undulator (e.g. Pantell et al 1968, Gallardo et al 1988,
Dattoli et al 2012). Both high average power and high
energy pulses are available from CO2 lasers. Clearly CO2

lasers represent a well-developed technology at a mid-infrared

0022-3727/13/325501+11$33.00 1 © 2013 IOP Publishing Ltd Printed in the UK & the USA
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High sensitivity absorption spectroscopy in glow discharge plasmas 
R. C. Wamsley, K. Mitsuhashi, and J. E. Lawier 
Department of Physics, University of Wisconsin, Madison, Wisconsin 53706 

(Received 2 July 1992; accepted for’ publication 9 April 1992) 

A highly sensitive absorption experiment for diagnosing glow discharge plasmas is described. 
This experiment is applicable from the VUV to the IR. A very stable Xe arc lamp is used as a 
source of continuum radiation. An echelle spectrometer equipped with a gated, 
image-intensified, charge-coupled device detector array is used to disperse and detect the 
continuum, with absorption features, after it has traversed the glow discharge. Digital 
subtraction is used to discriminate against the line emission from the glow discharge and detect 
only the continuum emission from the arc discharge. Estimates of the relative spectral radiances 
of glow and arc discharges suggests the subtraction technique is broadly applicable to glow 
discharge studies. A fractional absorption of 10-s is detectable with a signal-to-noise ratio 
limited primarily by shot noise. A detection limit for excited Hg atoms of 7~ lo9 cm-’ is 
demonstrated in a 400-mA Hg-Ar glow discharge. Further improvements in the experiment 
are proposed. 

I. INTRODUCTION 

The widespread application of glow discharge plasmas 
as sources of coherent and incoherent light, in plasma pro- 
cessing of materials, and in other areas motivates much of 
the continuing research on glow discharges. Spectroscopic 
diagnostics of glow discharges have important advantages; 
they are noninvasive and highly selective. Absorption spec- 
troscopy has a very important advantage in that it provides 
absolute densities of various transient species such as meta- 
stable atoms, ground state ions, and molecular radicals. 
This article describes the use of modern incoherent 
sources, spectrometers, and charge-coupled device (CCD) 
detector arrays in absorption spectroscopy on glow dis- 
charges. Signal-to-noise considerations and sensitivity lim- 
its are also discussed. 

II. EXPERIMENT 

Recently Wamsley et al. described an absorption ex- 
periment used to study the absolute density of excited Hg 
atoms and ground state Hgf ions in a glow discharge.’ 
This experiment used a Hamamatsu “Super Quiet” Xe arc 
lamp as a continuum source. An echelle spectrometer with 
a photomultiplier was used to filter and detect the contin- 
uum emission from the arc lamp after it traversed the glow 
discharge. A mechanical chopper modulated the emission 
from the arc lamp. Phase sensitive detection was used to 
discriminate against the line emission from the glow dis- 
charge and detect only the continuum emission from the 
arc. The continuum emission has absorption features after 
traversing the glow discharge. 

This experiment has numerous advantages. It is sim- 
ple, inexpensive, and very broadly applicable from the vac- 
uum ultraviolet to the infrared. Fractional absorption of 
-lo-’ was detectable using l-s integration times in this 
experiment. We have recently learned that the sensitivity 
of the experiment is limited by shot noise on the contin- 
uum. We have substantially improved the sensitivity of the 
experiment by using a gated, image-intensified, CCD de- 

tector array (Princeton Instruments No. ICCD-576S/ 
RB). Figure 1 is a schematic of the improved experiment. 

We considered possible improvements in each major 
component of the absorption experiment. The newer types 
of Xe arc lamps, such as the “Super-Quiet” lamp used 
here, do not have “flicker” due to arc movement which was 
a problem with older arc lamps. The good stability of the 
newer Xe arc lamps makes them much more useful in 
absorption experiments. Arc lamps of higher power than 
the 150-W lamp used here are available. Radiation from 
the arc lamp fills the spectrometer when the arc lamp is 
properly coupled to the spectrometer. Under such condi- 
tions the spectral radiance (power per unit area per unit 
solid angle per unit bandwidth) is the key figure of merit 
rather than total power. The spectral radiance of the 
higher power lamps is not significantly different from that 
of a 150-W lamp. Hamamatsu specifies a spectral irradi- 
ante for the 150-W lamp of lo-’ W/(mm’ nm) at a wave- 
length of 300 nm and at a source distance of 500 mm.2 The 
approximate size of the arc is 1 mm by 2 mm, hence the 
spectral radiance is 1.3X 10B3 W/(mm2 sr nm). 

It is interesting to compare this spectral radiance to 
that of a synchrotron at the same wavelength of 300 nm. 
For this comparison we use the following parameters: 800- 
MeV electron energy, 200-mA current, 2.083-m magnetic 
radius, and electron beam cross section of 0.96 mm by 0.18 
mm. The parameters correspond to those of the Alladin 
Storage Ring at the Synchrotron Radiation Center of the 
University of Wisconsin.3 The spectral radiance at the 
bending magnet predicted using well known formulas4 and 
these parameters is 2.4 W/( mm2 sr nm) at a wavelength of 
300 nm, which is >, lo3 greater than the Xe arc lamp. It is 
important to recall that the emission from a synchrotron is 
anisotropic with a wavelength-dependent angular distribu- 
tion. The calculated, maximum radiance is found in the 
plane of the electron orbit. The output coupling system and 
the spectral filtering necessary to block the x rays for this 
ultraviolet experiment will reduce the effective radiance, 
perhaps by a factor of 10. The spectral radiance advantage 

45 Rev. Sci. Instrum. 64 (l), January 1993 0034-6746/93/QlQQ45-04$06.00 @ 1993 American Institute of Physics 45 

Review of Scientific Instruments 64, 45 (1993); 
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The spectroscopic foundation of radiative forcing
of climate by carbon dioxide
Martin G. Mlynczak1, Taumi S. Daniels1, David P. Kratz1, Daniel R. Feldman2, William D. Collins2,
Eli J. Mlawer3, Matthew J. Alvarado3, James E. Lawler4, L. W. Anderson4, David W. Fahey5,
Linda A. Hunt6, and Jeffrey C. Mast6

1NASA Langley Research Center, Hampton, Virginia, USA, 2Lawrence Berkeley National Laboratory, Berkeley, California, USA,
3Atmospheric and Environmental Research, Lexington, Massachusetts, USA, 4Physics Department, University of Wisconsin-
Madison, Madison, Wisconsin, USA, 5NOAA Environment Systems Research Laboratory, Boulder, Colorado, USA, 6Science
Systems and Applications, Inc., Hampton, Virginia, USA

Abstract The radiative forcing (RF) of carbon dioxide (CO2) is the leading contribution to climate change
from anthropogenic activities. Calculating CO2 RF requires detailed knowledge of spectral line parameters for
thousands of infrared absorption lines. A reliable spectroscopic characterization of CO2 forcing is critical to
scientific and policy assessments of present climate and climate change. Our results show that CO2 RF in a
variety of atmospheres is remarkably insensitive to known uncertainties in the three main CO2 spectroscopic
parameters: the line shapes, line strengths, and half widths. We specifically examine uncertainty in RF due to line
mixing as this process is critical in determining line shapes in the far wings of CO2 absorption lines. RF computed
with a Voigt line shape is also examined. Overall, the spectroscopic uncertainty in present-day CO2 RF is less
than 1%, indicating a robust foundation in our understanding of how rising CO2 warms the climate system.

1. Introduction

Accurate computation of radiative forcing (RF) due to increasing abundances of carbon dioxide (CO2) forms
the foundation of climate change modeling. RF is the change in net radiative flux at the tropopause for dif-
fering abundances of CO2 and is often computed relative to preindustrial abundances. Uncertainties in RF
lead to uncertainties in determination of climate sensitivity and in prediction of future climate. The uncer-
tainty in computed RF depends on the evaluation of atmospheric transmittance in the spectral regions where
CO2 absorbs infrared radiation.

We assess the uncertainty in RF with a series of radiative transfer calculations in which key parameters
involved in the computation of atmospheric transmittance are perturbed within their known uncertainties.
Of particular interest is the spectral line shape function, which for CO2 is well known to deviate from the clas-
sical Voigt function due to line mixing. Happer [2014] suggests that climate models greatly overestimate RF
by CO2 by the inappropriate use of the Voigt function, which does not account for the line mixing and the
subsequent alteration of the line shapes, particularly in the far wings. We will show this suggestion to be false.

Line mixing, which is sometimes referred to as line coupling, occurs in spectral regions where numerous lines
are closely spaced together and cannot be considered isolated during collisions [Hartmann et al., 2008]. This
is the case for the strong infrared absorption bands of CO2. Collisions “mix” closely spaced energy levels,
resulting in additional absorption compared to isolated line Lorentz theory near the center of these lines
and sub-Lorentzian behavior in the line wings. The physics of line mixing is complex; detailed treatments
of it have been developed [Niro et al., 2005] for implementation in state-of-the-science radiative transfer
models such as the Line-by-Line Radiative Transfer Model (LBLRTM [Clough et al., 2005]).

Our computational results show that CO2 RF is remarkably insensitive to uncertainties in the line shape function,
line mixing, the line strengths, and the air-broadened half widths. The nature of these uncertainties is such that
they are positively correlated and effectively cancel out in the computation of RF, which is a double difference of
radiative fluxes. An error analysis confirms this result. However, under certain conditions, use of a truncated
Voigt line shape yields results that agree well with the calculations that explicitly include line mixing in detail.

We review the computation of RF used in this study. We then analyze the uncertainty in RF for several
standard atmospheres, detailing the correlated nature of the uncertainty in the calculation. This paper
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Key Points:
• Linemixing and line shape uncertainties
contribute< 0.7% error to CO2

radiative forcing
• Line strength and half-width
uncertainties contribute< 0.3% error
to CO2 radiative forcing

• Overall spectroscopic uncertainty in
CO2 radiative forcing is< 1%
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